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From the Director’s Desk

Written by Cesar Jaramillo 

A note of 
gratitude

From the Director’s Desk

Ten years ago, in my very first column for 
The Ploughshares Monitor as Executive 
Director, I chose the title “A note of  grati-

tude.” At the time, I was just beginning to grasp 
the weight and privilege of  leading an organiza-
tion with such a storied history and bold mission. 

Today I have a deeper understanding. Project 
Ploughshares has not just been a job for me. It 
has been a true calling and a source of  profound 
purpose. 

As I write my final column, it seems only fit-
ting — perhaps even inevitable — that I return to 
gratitude. It is the most honest and encompassing 
sentiment I can offer.

It is hard to capture in a few words just how 
much this organization, and the people within it, 
have meant to me. I have had the honour of  work-
ing alongside brilliant, principled, and dedicated 
colleagues. They are not just coworkers. They are 
friends and partners in a shared mission to build 
a better world, each with a strong belief  and con-
viction that it is possible.

We have spoken out when it was difficult. We 
have pushed governments, including our own, to 
do better. And we have insisted, time and again, 
that lasting security cannot be built on the back 
of  a gun. 

The unfolding tragedy in Gaza stands as a dev-

astating example of  what happens when prin-
ciples are abandoned. The mass suffering of  ci-
vilians, the blatant disregard for international 
law, and the global failure to hold perpetrators 
accountable — all reflect a broader crisis of  con-
science in the international system. 

In such a world, the work of  Project Plough-
shares is not just relevant — it is essential. Ours is 
a voice of  clarity, rooted in facts but animated by 
compassion. We do not seek popularity. We seek 
impact. And we are not afraid to challenge power-
ful interests when the stakes demand it.

A time of change, a steady mission
So much has changed over the past decade — in 
the world, in Canada, in the disarmament and 
peacebuilding community. In my life. But one 
thing has remained constant: Project Plough-
shares’ commitment to advancing peace with 
credibility, conviction, and clarity. 

We are neither partisan nor political. But we 
are not neutral on matters of  war and peace. All 
of  us have stood firmly, consistently, and publicly 
on the side of  disarmament, diplomacy, and the 
dignity of  every human life.

Looking back, I am proud of  what we have 
accomplished. We have deepened our expertise 
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across multiple program areas. We have increased 
our visibility in global forums. We have influ-
enced policy, supported activists, and educated 
the public. And we have done it all with integrity, 
independence, and a fierce commitment to truth.

Perhaps most importantly, we have stayed 
true to our foundational values. We believe in the 
power of  norms to shape behaviour. We believe 

in Canada’s potential to be a force for good. We 
believe that civil society has both the right and 
the duty to engage in the global conversation on 
peace and security. And we believe that diploma-
cy, the rule of  law, and multilateral cooperation 
— not military dominance — are the surest paths 
to a more secure world.

We have done so at a time when the very idea 
of  global leadership for good often feels elusive. 
Many of  today’s decision-makers are willing to 
bend principles for short-term gain. Many power-
ful states exempt themselves from the rules they 
expect others to follow. And many lives are lost as 
a result.

Principles in action
Over the course of  the past decade, the mission 
of  Project Ploughshares has taken many forms. 
We have been present in multilateral negotiating 
rooms where critical decisions were being made 
about the future of  global security. We have been 
at civil-society strategy sessions where ideas and 
alliances were forged. 

We have been in public forums and private 
briefings, in classrooms and on Parliament Hill, 
in Geneva and New York and Hiroshima — al-
ways with the same purpose: to bring principled, 

evidence-based analysis to the most pressing is-
sues of  war and peace.

We have worked tirelessly on nuclear disarma-
ment, advocating for the abolition of  weapons 
that pose an existential threat to human civiliza-
tion. From the faltering Nuclear Non-Prolifera-
tion Treaty (NPT) review processes to the hope-
ful emergence of  the Treaty on the Prohibition 

of  Nuclear Weapons 
(TPNW), we have re-
mained steadfast in our 
position that nuclear 
weapons are not only 
immoral and illegal, 
but incompatible with 
any vision of  sustain-
able human security. 

We have challenged 
the logic of  nuclear de-
terrence and called out 
the hypocrisy of  nu-
clear-armed states that 

preach non-proliferation while modernizing their 
arsenals. In doing so, we have often stood in con-
trast to dominant political narratives — but nev-
er alone. Our voice has joined those of  a broader 
movement that refuses to normalize the threat of  
annihilation.

We have also worked relentlessly on the regu-
lation of  the global arms trade. We have scruti-
nized Canada’s arms exports, particularly those 
to regimes with egregious human-rights records 
— such as Israel and Saudi Arabia — and asked 
hard questions about legality, transparency, and 
complicity. 

We have advocated for Canada’s robust imple-
mentation of  the Arms Trade Treaty and called 
attention to loopholes, inconsistencies, and omis-
sions in export oversight. We have been among 
the few voices to raise the alarm on the Saudi 
arms deal and other questionable transfers, al-
ways guided by international humanitarian law, 
not political expediency.

Our work on emerging technologies has grown 
significantly. The rise of  autonomous weapons and 
military systems enabled by artificial intelligence 
(AI) represents one of  the most consequential de-
velopments in the history of  warfare. From early 
warnings about “killer robots” to our active role 
in international discussions on the governance of  

		  So much has changed over the past decade 
		  — in the world, in Canada, in the disarmament 
and peacebuilding community. In my life. But one thing has 
remained constant: Project Ploughshares’ commitment to 
advancing peace with credibility, conviction, and clarity. “
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military AI, Project Ploughshares has helped to 
shape the conversation and push for meaningful, 
preventive regulation before it is too late.

Project Ploughshares has expanded our atten-
tion to the militarization of  outer space, and is 
now recognized globally as a key voice on the is-
sue. Early on we recognized that what was once a 
peaceful domain was becoming increasingly con-
tested and weaponized. In a world that depends 
on space-based infrastructure for civilian, com-
mercial, and military purposes, we have been ad-
vocating, urgently, for arms control in space.

We have also deepened our commitment to 
the protection of  civilians in armed conflict, en-
suring that global norms on civilian harm, in-
discriminate weapons, and accountability are 
not just discussed, but defended. As part of  the 
International Network on Explosive Weapons 
(INEW), we have helped drive a historic new 
political declaration that addresses the use of  
explosive weapons in populated areas. And as 
norms erode in real time, from Syria to Sudan to 

Gaza, we have not hesitated to name the viola-
tions and demand redress.

Project Ploughshares has more fully engaged 
with the intersection of  climate, peace, and se-
curity. As the destabilizing impacts of  climate 
change intensify around the world, we have 
added our voice to a growing chorus that insists 
that climate-related risks be addressed, not only 
as environmental challenges but as core security 
concerns.

International leadership needed
Recent and ongoing humanitarian crises have ex-
posed a profound failure of  international leader-
ship. Vast humanitarian catastrophes are often 
enabled in part by the silence or equivocation of  
states that could do dramatically more to stop 
them. They are a sobering reminder that the 
rules-based international order cannot be taken 
for granted, and that the work of  norm-building, 
accountability, and principled advocacy remains 

From the Director’s Desk

Executive Director Cesar Jaramillo, Ploughshares co-founder Ernie Regehr, Senior Researcher Jessica West, Senior Researcher Kelsey Gallagher, 
Policy Advisor Kenneth Epps, and Senior Researcher Branka Marijan gather in Waterloo in May 2022. Photo: Matt Korda
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not only necessary but urgent. 
Today, the very rules meant to protect civilians 

in conflict are being trampled with impunity. In 
Gaza, entire neighbourhoods have been reduced 
to rubble, hospitals attacked, and basic humani-
tarian norms disregarded. The level of  destruc-
tion and civilian death we are witnessing is not 
a tragic byproduct of  war — it is a direct conse-
quence of  choices made and enabled by govern-
ments that continue to arm and excuse those re-
sponsible.

In a recent piece titled “Rules for Others,” I 
reflected on this dangerous double standard — 
the notion that norms are for the weak, and that 
might makes right. Such a mindset, which cor-
rodes the foundations of  international coopera-
tion, is one that Project Ploughshares has consis-
tently resisted. And this resistance will not end 
with my departure.

Onward
I leave with full confidence in the future of  this 
organization. Our team is extraordinary. The 
work is urgent. And the vision is as clear and 
compelling as ever. I know that Project Plough-
shares will continue to lead — with integrity, 
with courage, and with an unwavering focus on 
the common good.

To everyone who has supported Project Plough-
shares during my tenure, whether through finan-
cial contributions, collaborative advocacy, part-
nership, or moral support, I offer my deepest, 
most sincere thanks. Your belief  in our mission 
has made all the difference. I urge you to contin-
ue standing with this organization.  

I want to extend heartfelt thanks to the Proj-
ect Ploughshares Management Committee and 
our friends at The Canadian Council of  Churches 
for their guidance, leadership, and support over 
the years. 

I have also been privileged to work with count-
less individuals, networks, and coalitions in Can-
ada and around the world, whose commitment to 
peace and justice continues to inspire. 

I thank the many government officials, both 
domestic and international, with whom I have 
had the opportunity to engage. Their openness to 

dialogue, even in moments of  profound disagree-
ment, has enriched our work and advanced the 
cause of  common security.

My family, in Canada and abroad, has been 
fully supportive and always patient — through 
thick and thin. To them, my thanks and my love. 

The challenges ahead are daunting, and the 
need for principled, fearless voices has never been 
greater. But the work of  Project Ploughshares 
will continue, as it must. Project Ploughshares, 
driven by its talented staff, will remain a voice of  
clarity and reason in a troubled world. 

It gives me great hope to know that Project 
Ploughshares is not alone. Across Canada and 
around the world, there are scholars, diplomats, 
students, faith leaders, citizens, who refuse to ac-
cept that this world is the best it can be. They de-
mand better. And so does Project Ploughshares. 
With these people as partners, Project Plough-
shares will keep building a more just and peaceful 
world.

To my colleagues past and present: you have 
been the best part of  this journey. I have learned 
from you, leaned on you, and been inspired by 
you. Your talent, dedication, and decency are the 
beating heart of  Project Ploughshares, and I will 
remain your greatest admirer and supporter.

To those who will lead and shape this organi-
zation going forward: I have every confidence in 
your ability to meet the moment. You inherit not 
just a legacy, but a responsibility — and I know 
you will cherish it with strength and purpose.

I leave with a full heart. What an honour it 
has been to serve this mission. To work alongside 
such exceptional people. To be part of  something 
that has always aspired to leave the world better 
than it found it.

I will remain, always, a friend of  this organiza-
tion and a champion of  its cause.

Let us continue the work. Let us continue to 
imagine, and build, a world where swords are 
turned into ploughshares.

With deepest gratitude, 
 
Cesar Jaramillo  
Executive Director
Project Ploughshares (2015–2025)

https://ploughshares.ca/rules-for-others-selective-outrage-silent-complicity-and-an-alarming-lack-of-principled-leadership/
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Photos (clockwise from top left): Cesar Jaramillo posing in Waterloo for a campaign by 
the International Network on Explosive Weapons (INEW) in September 2022 Isabel Jaramillo; Cesar with 
Michael Douglas, a longtime supporter of nuclear disarmament, at the United Nations in Geneva in 2014 
Courtesy Cesar Jaramillo; Cesar with Canada’s Ambassador to the United Nations Bob Rae at the NPT Review 
Conference in New York in August 2022 Courtesy Cesar Jaramillo; Cesar addressing the United Nations at 
an NPT preparatory meeting in July 2024 UN Web TV; Hiroshima survivor Setsuko Thurlow, Ray Acheson, 
Director of Reaching Critical Will, and Cesar hold a news conference in Toronto in October 2017 after it 
was announced that the International Campaign to Abolish Nuclear Weapons (ICAN), of which Project 
Ploughshares is a member, would receive the Nobel Peace Prize ICAN; Cesar speaking at the second 
consultation on Protecting Civilians in Urban Warfare in Geneva in February 2020 INEW.

A champion of peace
Cesar Jaramillo, Ploughshares Executive Director, 2015-2025
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Canadian authorities halted the export of  
L3Harris Wescam surveillance and target-
ing sensors to Türkiye in October 2020, af-

ter it was revealed that the Turkish government 
was diverting them to ally Azerbaijan for use in 
airstrikes during its invasion of  Nagorno-Kara-
bakh that year. 

New data from Statistics Canada indicates that 
Canada has resumed exporting this targeting 
equipment to Türkiye after lifting this embargo 
in January 2024 following political pressure from 
the Turkish government. The value of  these arms 
transfers from June 2024 to March 2025 could be 
as high as $123 million.

Wescam and Baykar
L3Harris Wescam, based in Waterdown, Ontario, 
is a premier manufacturer of  Electro-Optical/
Infra-Red (EO/IR) surveillance and targeting 
sensors. These sensors, typically affixed to the 
underside of  aircraft such as uncrewed aerial ve-
hicles (UAVs), allow users to surveil targets on the 
ground in real time and through 360 degrees. The 
CMX-15D, the variant that Canada has shipped 
most frequently to Türkiye, also includes a laser 
designator that allows operators to direct air-
strikes against targets. 

Istanbul-based UAV manufacturer Baykar has 
been a principal recipient of  these EO/IR sen-

sors. Baykar produces the well-known Bayrak-
tar TB2 UAV which, over the last few years, has 
been sold to at least 30 countries, according to the 
manufacturer. In the initial years of  the Bayrak-
tar’s development and proliferation, every one of  
these UAVs relied on a Wescam CMX-15D. 

In September 2020, Project Ploughshares 
published a major report, Killer Optics: Exports 
of  WESCAM sensors to Turkey – a litmus test of  
Canada’s compliance with the Arms Trade Treaty. 
At that time, it established that certain com-
modity or HS (Harmonized System) codes that 
pertained to EO/IR sensors, as listed in Statistics 
Canada’s Canadian International Merchandise 
Trade Web Application, could be utilized in con-
junction with other open-data sources to trace the 
export of  Wescam surveillance and targeting sen-
sors. This data, combined with arms export data 
released by Global Affairs Canada (GAC), allowed 
for precise monitoring of  Canada’s export of  this 
critical technology to countries around the world. 

Wescam sensors in armed conflict
In October 2019, the Turkish government 
launched “Operation Peace Spring,” a military 
offensive into northern Syria against NATO-
aligned Kurdish groups considered terrorists by 
Türkiye. In response, several NATO countries, in-
cluding Canada, halted arms transfers to Türki-

Written by Kelsey Gallagher

Canada again 
shipping UAV 
sensors to Türkiye

https://www.reuters.com/business/aerospace-defense/turkeys-drone-maker-baykar-begins-build-plant-ukraine-2024-02-06/
https://ploughshares.ca/wp-content/uploads/2025/05/TurkeyWESCAMReportSept.2020.pdf
https://ploughshares.ca/wp-content/uploads/2025/05/TurkeyWESCAMReportSept.2020.pdf
https://ploughshares.ca/wp-content/uploads/2025/05/TurkeyWESCAMReportSept.2020.pdf
https://www150.statcan.gc.ca/n1/pub/71-607-x/71-607-x2021004-eng.htm
https://www150.statcan.gc.ca/n1/pub/71-607-x/71-607-x2021004-eng.htm
https://www.europarl.europa.eu/EPRS/EPRS-Briefing-642284-Turkeys-military-operation-Syria-FINAL.pdf
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Approximate value of Canadian EO/IR sensor exports to Türkiye (2017-2025)
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Canada resumes L3Harris Wescam 
EO/IR sensor exports to Türkiye.

Türkiye invades Syria. 
Canada suspends arms 
exports.

L3Harris Wescam EO/IR sensors 
identified on Bayraktar UAVs during 
invasion of Nagorno-Karabakh. 
Canada freezes new arms exports 
to Türkiye in response.

Canada resumes L3Harris Wescam 
EO/IR sensor exports to Türkiye.

Canada dissolves 
arms embargo against 
Türkiye following 
political pressure.

ye. In Canada’s case, this suspension lasted only 
until April 2020.

Airstrike footage analyzed by Ploughshares 
confirmed that Wescam sensors were mounted on 
Bayraktar TB2 UAVs that were deployed during 
the Syrian invasion. Further analysis indicated 
that, in 2018, the Turkish Air Force employed the 
same sensors in extraterritorial targeted killings 
against members of  the Kurdistan Workers’ Par-
ty (PKK) in northern Iraq.

Similar evidence was found on downed UAVs 
in Libya; analysis of  images showed that Türki-
ye had supplied Bayraktar TB2 UAVs, equipped 
with Wescam CMX-15D sensors, to armed groups 
operating in Libya that had been deployed in that 

country’s second civil war (beginning in 2014), in 
direct violation of  a UN arms embargo and Cana-
dian export controls.

Imposing a ban
Killer Optics established that, between 2017 and 
early 2020, Canada exported sensors worth as 
much as $301 million to Türkiye. It also indicated 
that Türkiye was diverting some of  these arms 
to conflicts and conflict parties across the Middle 
East and North Africa, violating end-use assur-
ances provided by Türkiye to Canadian authori-
ties.

Just days after these findings were published, 
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Bayraktar TB2 UAV pictured 
with a L3Harris Wescam CMX-
15D EO/IR sensor visible on 
its underside during Teknofest 
2025, May 2025. It is unclear 
when this sensor unit was 
exported to Türkiye.  
Photo: Baykar

Azerbaijan launched an assault on the Armenian-
populated enclave of  Nagorno-Karabakh, with 
material support from Türkiye. Project Plough-
shares again analyzed airstrike footage and im-
ages of  downed Azeri-operated UAVs, confirm-
ing that Wescam sensors had once more been de-
ployed — marking yet another case of  diversion 
by the Turkish government.

The realization that these Canadian-made 
sensors were being utilized in the invasion of  
Nagorno-Karabakh forced the Canadian govern-
ment to, first, suspend further exports in October 
2020 and then, in April 2021, extend the ban in-
definitely. Exports of  Canadian EO/IR sensors to 
Türkiye fell to zero. 

Turkish industry and officials were quick to 
condemn Canada’s decision, even while claiming 
that domestic alternatives, namely the Turkish-
made Aselsan CATS EO/IR sensor, was a per-
fectly suitable alternative to Wescam’s offerings. 

Nevertheless, Canada was subjected to Turkish 
pressure for several years. One of  the key bar-
gaining chips that Türkiye used was its ability as 
a voting NATO member to allow or prevent Swe-
den’s accession to the alliance. With unanimous 
approval required, Ankara effectively leveraged 
its vote to gain advantages from several NATO 
members, including Canada. 

Commercial trade data available through Sta-
tistics Canada indicates that, beginning in the 
summer of  2024 and continuing into early 2025, 
Canada transferred L3Harris Wescam EO/IR 
sensors to Türkiye worth as much as $123 million. 

Arms control in action
Arms control measures cannot be reduced to po-
litical posturing; they have real-world effects on 
the supply of  weapon systems to countries or ac-
tors that would misuse them. The diversion of  

https://www.cbc.ca/news/politics/canada-turkey-drone-azerbaijan-armenia-1.5751266
https://www.cbc.ca/news/politics/arms-sales-turkey-canada-1.5984453
https://www.cbc.ca/news/politics/arms-sales-turkey-canada-1.5984453
https://www.reuters.com/world/canada-unfreezes-talks-with-turkey-export-controls-after-nato-move-source-2023-07-13/
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Kelsey Gallagher is a Senior Researcher at Project Ploughshares. He can be reached at kgallagher@ploughshares.ca.

Canadian Wescam sensors from Türkiye to the 
conflict in Nagorno-Karabakh would almost cer-
tainly not have been possible if  Canada’s arms 
embargo of  October 2019 had not been over-
turned in April 2020. 

Documents released in early 2021 by Canada’s 
Parliamentary Foreign Affairs and International 
Development Committee indicate that political 
pressure from the Turkish government played a 
part in the resumption of  Canadian arms exports 
to Türkiye after April 2020. 

Included in those documents were copies of  ex-
port permits — the regulatory instruments that 
either approve or deny arms exports based on hu-
man rights considerations — that relate to this 
resumption of  arms exports to Türkiye. Each 
included a footnote in which Canadian officials  
expressed concern that continuing to ban these 
exports could have “especially negative impacts 
on bilateral relations” with Ankara. They there-
fore recommended that the arms transfers should 
be authorized.

Canada’s arms control obligations, particular-
ly as outlined in the United Nations Arms Trade 
Treaty, prohibit the transfer of  weapon systems 
that pose a substantial risk of  being used in vio-
lations of  international humanitarian law or that 
threaten the enjoyment of  peace and security. 
The treaty also requires arms-exporting states to 
take all possible measures to address the poten-
tial diversion of  their arms transfers, up to and 
including “not authorizing [their] export.” These 
legally binding obligations do not permit excep-
tions based on political expediency or shifting 
priorities — the very factors that have, in recent 

years, enabled the continued flow of  Canadian 
arms to Türkiye.

The current situation
Canada is again providing Türkiye with critical 
UAV components, transparently in exchange for  
Türkiye’s agreement to vote in favour of  Swe-
den’s accession to NATO; Sweden became a mem-
ber state in March 2024. 

In the export control notice that discussed the 
dissolution of  the arms embargo, Global Affairs 
Canada stated that arms transfers to Türkiye 
would require greater regulatory oversight, in-
cluding additional assurances from Turkish offi-
cials that they would notify their Canadian coun-
terparts if  any Canadian-origin military goods 
were to be re-exported. 

While this appears, on paper, to be a good ini-
tiative, the fact that the Turkish government has 
diverted Canadian armaments on several occa-
sions, and that each of  those retransfers was in 
violation of  Canadian end-use assurances, casts 
doubt on whether these new measures will mean-
ingfully prevent future violations.

Canada’s reversal on banning these arms ex-
ports speaks to an unfortunate but consistent 
watering down of  its export control regime, 
which officials continue to extoll as one of  the 
more robust in the world. Canada has the toolkit 
to substantively control the trade and transfer of  
weapon systems when end-users pose a significant 
risk. But does it have the political will to enforce 
those measures? 

		  Arms control measures cannot be reduced 
		  to political posturing; they have real-world effects on the 
supply of  weapon systems to countries or actors that would misuse 
them.“

https://www.hilltimes.com/story/2021/03/31/docs/229205/
https://apnews.com/article/turkey-sweden-nato-congress-f16s-jets-d851a62123ed4c5ff250929c3d9b67f6
https://www.international.gc.ca/trade-commerce/controls-controles/notices-avis/1108.aspx?lang=eng
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This spring I travelled from Stockholm, Swe-
den to Islamabad in Pakistan, from one 
conversation about nuclear risk to another. 

At a Stockholm International Peace Research 
Institute (SIPRI) workshop on the space-nucle-
ar nexus, we explored the growing nuclear risks 
that are linked to outer space and stem from the 
role of  space systems in nuclear warning, com-
mand, and control; the growing unpredictability 
of  conflict-escalation dynamics; and resurgent 
fears that nuclear-weapons capabilities will tar-
get space. 

In Islamabad, at the international conference 
Nuclear Deterrence in the Age of  Emerging Tech-
nologies conducted by the Center for Interna-
tional Strategic Studies, the focus shifted to the 
role of  emerging technologies in reshaping the 
landscape of  nuclear deterrence, particularly in a 
region fraught with historical tensions, territorial 
disputes, and fragile crisis-management struc-
tures. 

Common to these geographically distant con-
versations is the deepening unease about the re-
liability, stability, and manageability of  nuclear 
weapons in a world shaped by technological en-
tanglement and geopolitical fragmentation.

Nuclear weapons are not a new threat. But 
what stood out in both forums was the erosion 
of  trust — in systems, in signals, in institutions, 
and in the ability of  states to talk to one another 
when it matters most. The absence, distortion, 
and fragility of  communication emerged as both 
a symptom and a cause of  risk. And this risk is 

no longer confined to the familiar Cold War para-
digms of  missiles and megatonnage. It now ema-
nates from code and clouds, satellites and servers, 
and from the strategic ambiguity that permeates 
the grey zones between peace and war.

Technological entanglement
Technological risks to nuclear stability are not 
new, either. Faulty computer chips, sensors, and 
backdoors, as well as worms like the Stuxnet, 
have long threatened nuclear systems. But today, 
rapidly changing digital technologies introduce 
new forms of  uncertainty by creating fresh op-
portunities for malicious interference, systems 
failure, and misunderstanding. 

Nuclear modernization exacerbates these risks 
by further enmeshing nuclear arsenals in a com-
plex web of  technologies, from cyber and space-
based systems to artificial intelligence (AI) and 
quantum. At SIPRI, conversations focused on 
the unintended escalation of  risk that can result. 
In Islamabad, we explored both the risks and the 
potential opportunities to improve safety, while 
acknowledging the glaring lack of  governance 
mechanisms in place to shape these outcomes.

Taken together, these developments produce a 
reality in which nuclear stability, long a myth, is 
becoming a living nightmare, which can no longer 
be addressed in isolation. Today’s space-nuclear 
reality demands a cross-domain approach that 
recognizes the entanglement of  technical systems, 
strategic perceptions, and geopolitical rivalries.

From Stockholm  
to Islamabad: Nuclear 
fears in a new tech 
environment

Written by Jessica West
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The crisis of communication: Fragile 
channels, growing dangers

If  technological entanglement is the new context 
for nuclear risk, then communication — or its ab-
sence — is the critical fault line.

In both Stockholm and Islamabad, I repeat-
edly heard concerns about the shrinking space for 
dialogue, the brittleness of  crisis communication 
channels, and growing opacity of  military inten-
tions and capabilities. We often assume that nu-
clear stability rests on deterrence, but deterrence 
itself  relies on the ability to receive and send clear 
signals, to accurately interpret the behaviour of  
others, and to respond proportionally. When that 
level of  understanding breaks down, so does sta-
bility.

During, the SIPRI workshop, I emphasized 
the need for resilient lines of  communication 
that cut across technological risks and political 
divides. Resilience involves more than a reliance 
on hotlines or formal agreements. It’s about in-
stitutionalized habits of  dialogue, shared frame-
works for assessing risk and responding to crisis, 
and common vocabularies that help to avoid mis-
interpretation. 

Yet as I noted in a recent policy brief, Geneva, 
We Have a Problem: Space Diplomacy Goes Nu-
clear, these habits are being lost — rapidly. The 

multilateral forums that once provided a founda-
tion for space and nuclear diplomacy are stalling 
or becoming dangerously politicized. Meanwhile, 
the technologies we seek to govern are advancing 
rapidly, often under the control of  actors who do 
not participate in the traditional arms-control 
circles.

What happens when a cyberattack disables a 
satellite relied upon for early warning, or when 
military AI misclassifies an action as hostile? 
In such a scenario, the time for interpretation is 
short — and becoming shorter. Without trusted 
mechanisms to clarify intent or de-escalate, we 
risk sliding into crises we cannot control — per-
haps even losing the ability to understand and 
engage in real time.

Human by design
The conversations in Sweden and Pakistan re-
minded me that behind every technology, every 
system, every signal are people. History shows 
us that high-tech warfare is not more humane. 
Rather, it makes killing more efficient. From the 
trenches of  Ukraine to the devastation in Gaza, 
we are seeing what happens when technical ca-
pability overwhelms human protections. We re-
learn this same lesson every year on August 6 and 

Senior Researcher Jessica West speaks 
on a panel at the international conference 
Nuclear Deterrence in the Age of 
Emerging Technologies in Islamabad, 
Pakistan, last month. The conference was 
conducted by the Center for International 
Strategic Studies. Photo: CISS

https://www.cigionline.org/publications/geneva-we-have-a-problem-space-diplomacy-goes-nuclear/
https://www.cigionline.org/publications/geneva-we-have-a-problem-space-diplomacy-goes-nuclear/
https://www.cigionline.org/publications/geneva-we-have-a-problem-space-diplomacy-goes-nuclear/
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1. DETECT
•	 Space sensor picks up possible 

launch
•	 Radar and heat signals don’t agree

3. ALERT •	 Nuclear delivery systems put on alert

2. ASSESS
•	 AI flags “launch”
•	 Data gaps delay confirmation
•	 Communication attempts fail

4. TRANSMIT
•	 Rival country also goes on alert
•	 Satellite links disrupted (accident or 

attack)

How a space anomaly could trigger nuclear war
A glitch or jammed satellite could create false warnings and rush leaders into 
deadly mistakes.

FROM ORBIT-GLITCH TO NUCLEAR LAUNCH

5. EXECUTE •	 Launch order given

•	 Dedicate hotlines for space issues

•	 Share key launch alerts

•	 Keep AI out of launch orders

•	 Give leaders more time to decide

RISK REDUCTION LEVERS
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9 when we commemorate the anniversaries of  the 
atomic bombings of  Hiroshima and Nagasaki. 

War is a human activity. But so is peace. The 
most effective risk-reduction measures will be 
those that create space for human understanding, 
communication, and intervention — opportuni-
ties before systems are triggered, before signals 
are misread, before there is no more time.

Policy implications: Talking across divides
The risks discussed at the workshop and confer-
ence are not theoretical. Technological develop-
ments are shaping a security environment that 
is more fragmented, less transparent, and more 
prone to crisis escalation. The good news is that 
policy tools to reduce these risks already exist. 
The bad news is that we’re not using them with 
the urgency or scope that this moment demands.

One lesson that emerged clearly at both events 
is that effective risk reduction cannot remain the 
domain of  only a few players. Crises are no longer 
confined to traditional theatres or controlled by 
great powers. In a world of  shared vulnerabilities 

— especially in domains like space and cyber — the 
scope of  participation in security governance must 
be stretched to include small and middle powers, 
technical experts, regional organizations, and civil 
society actors. All can help to shape norms, medi-
ate tensions, and bridge political divides.

We must also think beyond deterrence and em-
brace the language and tools of  crisis response. 
That means establishing trusted communication 
channels that can function under stress, investing 
in the information and platforms that can facili-
tate dialogue and shared understanding, and cre-
ating rapid-response networks that can intervene 
early in a crisis, especially when political chan-
nels are stalled or adversarial. Nongovernmen-
tal actors, in particular, can play critical roles in 
backchannel diplomacy, de-escalation, and trust-
building.

If  we are serious about crisis response, we need 
to invest not only in high-level diplomacy, but also 
in inclusive structures that can respond quickly, 
communicate clearly, and produce creative solu-
tions. Future stability may depend as much on 
these networks as on treaties. 

Jessica West is a Senior Researcher at Project Ploughshares. She can be reached at jwest@ploughshares.ca.

Senior Researcher Jessica West (front row, fourth from right) joins participants at a workshop in Stockholm called The Space–Nuclear 
Nexus in Regional Contexts, hosted by the Stockholm International Peace Research Institute in March. Photo: SIPRI
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Will those who wield the most advanced 
artificial intelligence (AI) dominate 
the future of  warfare? That is the 

implicit wager behind growing investments in 
military AI across capitals from Washington to 
Beijing. According to The Brookings Institu-
tion, the United States tripled its spending on 
AI from 2022 to 2023. Most was spending by the 
Pentagon, which continues to increase. 

The vision is one of  “agentic warfare,” in 
which autonomous systems, powered by in-
creasingly capable AI, take on critical battlefield 
roles, from surveillance and targeting to decision 
support and, perhaps one day, command. In this 
scenario, human involvement becomes not just 
optional, but marginal.

This techno-determinist outlook has gained 
traction among defence planners and Silicon 
Valley entrepreneurs, including Alex Wang, co-
founder and CEO of  Scale AI, a key provider 
of  training data to OpenAI, Google, Microsoft, 
and Meta. Writing in The Economist on March 
4, Wang notes, “With AI agents at the helm, 
battle strategies will adapt in real time to capi-
talise on enemy weaknesses — moving from 
first strike to decisive victory before technolog-
ically inferior forces even grasp that the game 
is under way.” 

Scale AI has secured a multimillion-dollar 
contract with the US Department of  Defense 
(DOD), joining companies like Anduril and Mi-
crosoft in the Pentagon’s Thunderforge project. 
According to the DOD’s Defense Innovation 
Unit, Thunderforge aims to “provide AI-assist-
ed planning capabilities, decision support tools, 
and automated workflows, enabling military 
planners to navigate evolving operational en-
vironments.” The project is designed to ensure 
that critical decisions in future conflict scenarios 
can be made at so-called “machine speed.”

But warfare is not just a contest of  machines. 
It is a fundamentally human enterprise, shaped 
by judgement, culture, politics, and ethics. To 
suggest that agentic systems alone will deter-
mine outcomes is to indulge in a form of  tech-
nological mysticism. Worse, it risks creating 
systems we do not fully understand, deploying 
them in contexts we cannot fully control.

Shifting to agentic AI in warfare
The idea of  agentic warfare deserves greater 
scrutiny. At its core are technological develop-
ments that capture a shift to a new generation 
of  AI — one that goes beyond today’s familiar 
and widely used tools, such as ChatGPT, which 

Agentic warfare  
and the role  
of the human

Written by Branka Marijan

Emerging Technology

https://www.brookings.edu/articles/the-evolution-of-artificial-intelligence-ai-spending-by-the-u-s-government/
https://www.brookings.edu/articles/the-evolution-of-artificial-intelligence-ai-spending-by-the-u-s-government/
https://warontherocks.com/2025/04/agentic-warfare-is-here-will-america-be-the-first-mover/
https://www.economist.com/by-invitation/2025/03/04/alex-wang-on-why-china-cant-be-allowed-to-dominate-ai-based-warfare
https://www.economist.com/by-invitation/2025/03/04/alex-wang-on-why-china-cant-be-allowed-to-dominate-ai-based-warfare
https://www.cnbc.com/2025/03/05/scale-ai-announces-multimillion-dollar-defense-military-deal.html
https://www.cnbc.com/2025/03/05/scale-ai-announces-multimillion-dollar-defense-military-deal.html
https://www.diu.mil/latest/dius-thunderforge-project-to-integrate-commercial-ai-powered-decision-making
https://www.cnbc.com/2025/03/05/scale-ai-announces-multimillion-dollar-defense-military-deal.html
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		  Warfare is not just a contest of  machines. It is 
		  a fundamentally human enterprise, shaped by 
judgement, culture, politics, and ethics. To suggest that 
agentic systems alone will determine outcomes is to indulge 
in a form of  technological mysticism. Worse, it risks 
creating systems we do not fully understand, deploying 
them in contexts we cannot fully control.“
operate within fixed parameters and await user 
prompts.

Agentic AI systems are designed not only to 
respond, but to take action on their own to reach 
a goal or objective. A generative tool might use 
a traveller’s preferences to suggest the best time 
to visit Italy; an agentic system would proceed 
to book the flights, reserve the hotel, and adjust 

the itinerary.
In a military context, agentic AI would not 

simply assist commanders, but would influence 
or even make battlefield decisions, needing hu-
mans only for a final approval. Before such a 
change occurs, it is important to take a closer 
look at what this kind of  technology means for 
the future of  war and to figure out how humans 
will stay in control.

Such a technological shift is currently being 
researched and tested for use in defence envi-
ronments. Already, swarms of  drones are being 
designed to coordinate autonomously. AI is in-
creasingly used to filter intelligence, prioritize 
threats, and even suggest courses of  action in 
command centres. Future iterations may go fur-
ther, reasoning over incomplete data, anticipat-
ing adversarial behaviour, and proposing adap-
tive strategies in real time.

This autonomous functioning raises concerns. 
Key among them is the question of  control: who 
is accountable when a system makes a mistake, 
causes an escalation in conflict, or acts unpre-
dictably? How do we ensure that the actions of  
AI agents align with human intent, particularly 

under conditions of  uncertainty, deception, or 
adversarial interference?

These concerns are not new. Discussions 
about autonomous weapons systems under the 
United Nations Convention on Certain Conven-
tional Weapons (CCW) began in 2014, well be-
fore large language models and reinforcement-
learning agents captured the public imagina-

tion. For years, these 
deliberations were 
confined to a narrow 
circle of  diplomats, 
civil society advo-
cates, and a handful of  
technologists. I have 
followed them closely 
since 2015, and while 
the conversation has 
expanded significant-
ly, particularly with 
the rise of  responsible 
AI frameworks, it has 
struggled to keep pace 
with technical change.

Much of  the focus 
has been on “meaningful human control,” a prin-
ciple that requires clear commitment from states. 
Is control meaningful if  a human supervises an 
autonomous drone fleet but cannot intervene in 
real time? Is it meaningful if  an operator ap-
proves a targeting decision made by an opaque 
neural network whose reasoning they cannot 
grasp? These are not theoretical dilemmas. They 
are the daily design choices of  engineers and the 
policy puzzles of  defence bureaucrats.

The problem is exacerbated by a gap between 
technical and diplomatic communities. AI re-
searchers speak of  alignment, reward hacking, 
and emergent behaviour. Diplomats speak of  
norms, accountability, and humanitarian law. 
Rarely do these vocabularies intersect. Yet they 
must, because the risks of  agentic warfare are 
not confined to coding errors or rogue drones. 
They extend to strategic stability, alliance cohe-
sion, and the moral legitimacy of  force. 

Alignment challenges
In AI research, alignment refers to the pro-
cess of  ensuring that a system’s actions re-

https://www.ibm.com/think/topics/agentic-ai
https://www.thalesgroup.com/en/worldwide/defence-and-security/press_release/thales-demonstrates-its-capacity-deploy-drone-swarms
https://www.technologyreview.com/2025/04/15/1115078/phase-two-of-military-ai-has-arrived/
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Agentic Warfare: Who’s Really in Control?
The Dangerous Illusion of AI-Dominated Battlefields

Techno-Determinist Claim: 
AI will win wars at machine speed!

Reality Check:

	☑ Warfare is human-centric (judgement, ethics, 
politics).

	☑ AI lacks contextual understanding (culture, 
deception, moral ambiguity).

	☑ Example: Autonomous drones can’t discern 
civilians from combatants in complex 
environments.

Hype vs. Reality

	⚠ Loss of Accountability: Who’s responsible for 
AI errors or war crimes?

	⚠ Alignment Failures: AI may fake compliance 
or optimize for flawed metrics.

	⚠ Escalation Dangers: AI could misinterpret 
data, sparking unintended conflicts.

	⚠ Opaque Decision-Making: Neural networks 
act as black boxes — even engineers don’t 
understand them.

Key Risks

Meaningful Human Control is Illusory:

	» Humans rubber-stamping AI decisions ≠ real 
oversight.

	» Is it meaningful if an operator approves a 
target they don’t understand?

Ethical Erosion: Delegating life-and-death 
decisions to algorithms undermines moral 
responsibility.

Human Cost

	💲 Military-Industrial Complex: Billions of dollars 
in Pentagon contracts fuel the AI arms race.

	💲 Silicon Valley’s Role: Tech firms (e.g., Scale AI) 
profit by selling decisive-victory fantasies.

Who Profits? 

Design Principles
	» Humans as core (not just a fail-safe).

	» Transparency and auditability over speed.

Policy Actions
	» Ban fully autonomous weapons.

	» Strengthen international law and confidence-
building measures (UN CCW, UNGA, REAIM).

Alternatives to Agentic Warfare
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main consistent with human goals and values. 
But achieving alignment is difficult, especial-
ly when systems operate in dynamic environ-
ments, learn from complex data, or interact 
with other agents. Misalignment can take sub-
tle forms; an agent optimizing for proxy met-
rics could ignore uncommon situations (“rare 
edge cases”) or learn to deceive its evaluators. 
In military contexts, these failures can have le-
thal consequences.

Even more worrying is the phenomenon of  
“alignment faking,” in which a system appears 
compliant during testing but behaves differently 
in deployment. This is of  particular concern in 
discussions on responsible military AI that focus 
on ensuring proper testing of  systems. Large-
scale language models already exhibit behav-
iours that shift depending on prompt framing, 
task phrasing, or oversight cues. As models be-
come more agentic, capable of  planning, mem-
ory, and self-modification, the risk of  emergent 
power-seeking behaviour grows. While still the 
subject of  active debate in AI safety circles, 
these risks should not be ignored in military 
contexts in which the cost of  failure is war or 
conflict escalation.

Geopolitical dynamics raise the stakes. The 
strategic rivalry between the United States 
and China will likely continue. Both powers 
are investing heavily in military applications 
of  AI, from logistics and decision-support to 
electronic warfare and autonomous platforms. 
While there is some bilateral dialogue, there is 
little trust, limited transparency, and no bind-
ing agreement on the responsible use of  AI in 
military settings.

Bringing together policy and technical 
knowledge

What, then, can we do?
First, we must resist the idea that agentic 

warfare is a foregone conclusion. Rather, it is 
a choice that can be guided, shaped, and con-
strained by policy, law, and ethics. The role of  
the human must not be treated as a legacy con-
straint but as a core design principle. Systems 

must be built for oversight, auditability, and in-
tervention, not just speed and scale.

Second, we need more dialogue among AI re-
searchers, military planners, ethicists, and dip-
lomats. Misalignment is both a technical and a 
governance problem. Building systems that re-
flect human intent requires an understanding of  
what that intent is, how the intent is expressed, 
and how it can be enforced across organizational 
and national boundaries.

Third, international frameworks must evolve. 
The CCW, while valuable as an incubator of  
ideas, has struggled to deliver concrete out-
comes. The future of  other initiatives, such as 
the US-led Political Declaration on Responsible 
Military Use of  Artificial Intelligence and Au-
tonomy, is currently uncertain under the admin-
istration of  Donald Trump. The multi-stake-
holder Responsible AI in the Military Domain 
(REAIM) process offers a pathway for knowl-
edge-building between the policy community 
and technical community. However, it is neither 
as widely representative nor as likely a forum for 
an official agreement. Discussions at the United 
Nations General Assembly (UNGA) have sought 
to extend engagement to more states and could 
provide a venue for a more relevant framework. 
But even the preliminary discussions have faced 
pushback from some major states, which argue 
that the CCW is the appropriate forum for these 
talks. 

Still, all these forums can contribute to norm-
building and the confidence-building measures 
necessary to pave the way for clear commit-
ments. However, to do more than produce con-
sensus statements, they need to move toward 
mechanisms for verification, incident reporting, 
and cooperative risk reduction. 

Finally, we must invest in the human element 
— not only in engineers and analysts, but in 
diplomats, ethicists, and civil society actors who 
can provide independent scrutiny. 

There is no denying that AI will change warfare. 
But whether it serves or supplants human values 
remains up to humans. The future of  conflict is 
not yet written in code. It is being negotiated, de-
bated, and designed in real time. 

Branka Marijan is a Senior Researcher at Project Ploughshares. She can be reached at bmarijan@ploughshares.ca.

https://time.com/7259395/ai-chess-cheating-palisade-research/
https://link.springer.com/content/pdf/10.1007/s11229-023-04367-0.pdf
https://link.springer.com/content/pdf/10.1007/s11229-023-04367-0.pdf
https://arxiv.org/abs/2405.01576
https://www.anthropic.com/research/alignment-faking
https://arxiv.org/abs/2310.18244
https://www.state.gov/bureau-of-arms-control-deterrence-and-stability/political-declaration-on-responsible-military-use-of-artificial-intelligence-and-autonomy
https://www.state.gov/bureau-of-arms-control-deterrence-and-stability/political-declaration-on-responsible-military-use-of-artificial-intelligence-and-autonomy
https://www.state.gov/bureau-of-arms-control-deterrence-and-stability/political-declaration-on-responsible-military-use-of-artificial-intelligence-and-autonomy
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Branka Marijan (BM): Anna, when did your in-
terest in the military uses of  artificial intelligence 
begin?

Anna Nadibaidze (AN): My work on AI in the 
military domain really began when I joined the 
European Research Council-funded project Au-
toNorms (short for “Weaponised AI, Norms and 
Order”) in March 2021. My Ph.D. research as 
part of  AutoNorms focused on Russia’s practices 
in developing weaponized AI and monitoring the 
global governance debate on autonomous weapon 
systems. 

Just as I started my Ph.D., a United Na-
tions (UN) report stated that fully autonomous 
weapon systems were used for the first time in 
an armed conflict (the Libyan civil war). Since 
then, there has been a lot going on, including, of  
course, Russia’s full-scale invasion of  Ukraine 
and the Responsible AI in the Military Domain 

Summits. With all these ongoing empirical and 
theoretical developments, my interest in the 
topic has only been growing. 

BM: Since you began working on this topic, what 
changes — political, technological, or conceptual 
— have stood out?

AN: First, the debate has been broadening to con-
sider different uses of  technologies labeled as AI 
in warfare, beyond the existing extensive focus on 
autonomous weapon systems. Many researchers 
and analysts, me included, are now more interest-
ed in how human actors intend to work with AI 
technologies to perform military-related tasks, 
especially those involving force, rather than 
thinking about how so-called “killer robots” will 
replace humans. This includes the use of  AI DSS 
in informing military targeting decision-making.

Second, in recent years there is relatively more 

AI in decision 
support systems

A conversation between Anna Nadibaidze and Branka Marijan

Q&A

Dr. Anna Nadibaidze is a postdoctoral researcher in international politics at the Centre for War 
Studies, University of  Southern Denmark. Her work explores the military applications of  ar-
tificial intelligence (AI) and their implications for international security. She holds a Ph.D. in 

political science from the University of  Southern Denmark, an M.Sc. in International Relations from 
the London School of  Economics, and a B.A. from McGill University.

This exchange focuses on AI-enabled decision support systems (DSS), emerging governance chal-
lenges, and the shifting terrain of  military AI. It was prompted by discussions at meetings attended 
by both Anna and Branka, including the Responsible AI in the Military Domain (REAIM) confer-
ences held in The Hague, Netherlands, and Seoul, Republic of  Korea. It has been edited for clarity 
and conciseness.

Emerging Technology
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information available on empirical developments 
in this area, not least due to the technological in-
novation happening as part of  Ukraine’s defence 
against Russia’s invasion, but also as part of  
general military-technological trends around the 
world.  

Third, the governance debate has visibly shift-
ed away from pursuing a potential path to global 
arms control toward the “responsible AI” frame-
work, which prioritizes non-legally binding mea-
sures such as sets of  principles and standards. 

Finally, I would like to 
note a general tendency 
around the world to push 
for the integration of  AI 
into various aspects of  
the economy, politics, and 
daily life, without always 
engaging in an assessment 
of  where it is appropriate 
to use AI. Technologies are 
often seen as magical solu-
tions to complex phenom-
ena — including warfare. 

BM: AI-based decision sup-
port systems are less visible 
than autonomous weap-
ons but no less influential. 
What challenges do they 
pose for international gov-
ernance?

AN: The major challenge 
for me is that AI DSS can 
be used as part of  various 
tasks and steps in the complex and multidimen-
sional military decision-making process. But their 
exact role is not always easy to track because, 
while they are officially meant to be tools, they 
can inform military personnel’s decision-making 
both directly and indirectly.  

While, officially, humans remain the ultimate 
decision-makers in the use of  force, they might 
have (over)relied on AI DSS or (over)trusted the 
algorithmic output. If  something goes wrong, 
how can we ensure the accountability and respon-
sibility required by the laws of  armed conflict? 
Proper guidance on the use of  AI DSS, which 
gives humans the opportunity to exercise agency, 

is key but difficult to ensure in practice.

BM: From Ukraine to Gaza, how are recent con-
flicts shaping our understanding of  how emerging 
technologies are used and misused in war?

AN: We have more information and reporting 
about how AI and other emerging technologies 
are used in recent and ongoing armed conflicts. 
While we should be careful with information we 
cannot always fully verify, empirical develop-

ments from these battle-
fields can reveal some 
general trends — for ex-
ample, concerns about 
the increasing speed of  
decision-making and the 
over-trusting of  outputs 
of  AI DSS in a way that 
is legally and ethically un-
sound, and not necessarily 
strategically beneficial, ei-
ther. 

At the same time, in my 
research I do not see tech-
nologies as some “out-
side” force or influence 
inevitably affecting hu-
mans; I try to consider the 
societal, political, and in-
stitutional contexts with-
in which AI systems are 
developed and used. So, 
considering the differenc-
es between conflicts and 
their broader contexts is 

key for developing an assessment of  appropriate 
and inappropriate uses of  AI in the military, in 
my view. 

BM: Given deepening geopolitical rivalries, are 
we seeing any realistic pathways for normative 
frameworks of  arms control when it comes to 
military AI?

AN: Currently it seems that the chance for a new, 
legally binding instrument is slim, unless such 
a measure is adopted by a restricted group of  
states, e.g., those that support prohibitions of  
fully autonomous weapons and/or restrictions 

Anna Nadibaidze is a postdoctoral researcher in international 
politics at the Centre for War Studies, University of Southern 
Denmark. 
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on other uses of  AI and autonomy in the mili-
tary domain. One potential way for those states 
to push for such an instrument would be via the 
UN General Assembly, although the negotiations 
might take some years, judging by the experi-
ence of  the Treaty on the Prohibition of  Nuclear 
Weapons. What seems more realistic in the short 
term is a set of  non-legally binding initiatives 
such as the “responsible AI” framework, sets of  
standards, guides of  best practices, and political 
declarations, especially among likeminded groups 
of  states.

BM: Much of  the focus is on state actors, but how 
do non-state groups and private industry factor 
into the military AI landscape?

AN: Civil society and nongovernmental organi-
zations such as the International Committee of  
the Red Cross or Human Rights Watch have been 
playing a key role in the debate for many years 
— for example, by providing expertise and data 
that informs many state positions in governance 

debates at the UN. 
But what we’ve also seen in recent years is the 

increasingly influential role of  less “traditional” 
defence actors — not the big defence contrac-
tors but tech and software companies, both Big 
Tech and startups, in developing and supplying 
military AI technologies. Some of  these non-
state actors, such as companies Palantir and An-
duril, position themselves explicitly as defence 
tech providers and engage in promoting political 
narratives that, in my view, should be critically 
examined further to understand the increasing 
influence of  these actors in global security and 
warfare.

BM: Indeed, Anna. The role of  private technology 
firms in shaping modern warfare remains poorly 
understood. Companies such as Palantir are in-
fluencing the conduct and character of  conflict in 
ways that merit far greater scrutiny. Thank you 
for your insightful overview of  AI-enabled deci-
sion support systems and for highlighting the 
broader trends reshaping the future of  war. 

Emerging Technology

AI in the military domain

On April 10, Project Ploughshares made 
a submission to the United Nations (UN) 
Secretary-General on “artificial intelligence in 
the military domain and its implications for 
international peace and security.” In it, the 
Canadian peace research institute encouraged 
the Secretary-General and UN member states 
“to focus on three particularly pressing areas: 
the use of AI in decision-support systems 
related to the use of force, the dual-use nature 
of AI technologies, and the widening capacity 
gap among states engaging in multilateral 
discussions.” 

For each concern, Ploughshares offered recommendations on creating “clear norms, regulations, and training 
requirements,” developing “policy mechanisms” such as export controls, and encouraging “knowledge-sharing” 
among diplomatic, scientific, and academic communities at international forums. 

While Project Ploughshares clearly recognizes the “accelerating militarization” of artificial intelligence, it 
remains convinced that the states of the world can control it with “concrete, enforceable frameworks,” if they 
can muster the political will. 

SUBMISSION TO THE UNITED NATIONS

https://www.ploughshares.ca/reports/submission-to-the-unsg-on-artificial-intelligence-in-the-military-domain
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The Project Ploughshares report At the Crossroads: Climate Change, Canadian Defence, and the 
Arctic through a Systems Lens, by Ploughshares Senior Researcher Jessica West, Jessica Stewart, 
Morgan Fox, and Senior Researcher Branka Marijan, examines the climate-security nexus, offering 
key insights for policymakers, defence planners, and Indigenous leaders. Supported by Canada’s 
Department of National Defence and Ploughshares donors, the report draws on expert surveys and 
workshops with government, academic, and civil society representatives.

Key Findings
Climate change is an urgent national security threat: Increasing demands on Canada’s military 
for disaster response strain resources.

Military-first responses have limits: Many climate challenges require civilian and Indigenous 
coordination, not defence solutions.

The Arctic is a geopolitical hotspot: Competition over new sea lanes and resources is straining 
governance structures and alliances.

Indigenous leadership is undervalued: Yet they have critical knowledge of Arctic conditions.

Canada needs a tailored approach: Existing climate-security models fall short; systems thinking, 
with its focus on root causes, offers a path forward.

Recommendations to the Canadian government
	» Build climate-resilient infrastructure in the North, integrating climate assessments into defence 

planning.

	» Create a National Climate-Security Task Force with relevant federal government departments 
and Indigenous leaders to set clear engagement protocols for the armed forces.

	» Lead in Arctic security to prevent military escalation while promoting joint climate planning.

	» Support Indigenous-led initiatives, including the Canadian Rangers and search-and-rescue 
operations.

	» Shift Canadian defence and civilian agencies from crisis response to proactive security; all should 
be trained in joint climate-risk simulations.

Conclusion
Canada’s security strategy must evolve. Affected will be all agencies involved in governance, 
infrastructure resilience, Indigenous rights, and diplomacy. By acting decisively, Canada can set a 
global example in the rapidly changing Arctic.

1.

2.

3.

4.

5.

Climate change through a peace-and-security lens

Climate & Security

https://ploughshares.ca/at-the-crossroads-climate-change-canadian-defence-and-the-arctic-through-a-systems-lens/
https://ploughshares.ca/at-the-crossroads-climate-change-canadian-defence-and-the-arctic-through-a-systems-lens/
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On June 1, Cesar Jaramillo stepped down as Executive Director of Project Ploughshares. 
We thank him for his role in advancing our mission.

The experienced and committed staff that he encouraged and supported will continue to 
lead efforts on disarmament, the responsible use of emerging military technologies, and 

the protection of civilians in conflict. 

Project Ploughshares will remain a strong, independent voice for a just and sustainable 
peace because we have the support of donors and partners.

With all of you, we can build a more peaceful world. Thank you, everyone!

Continuing the work of peace and disarmament — Together


